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Motivation and Goals 

Large language models (LLMs), such as ChatGPT and Gemini, have become popular 

among students for assisting with homework and preparing for exams. However, these 

general-purpose models are not always ideal, as they are trained on a wide array of 

topics rather than specific course content. This can lead to issues, such as hallucinations 

and inaccuracies, which negatively impact the learning experience. 
 

The goal of this bachelor thesis is to develop an LLM-based learning assistant tailored 

to one of the chair’s lectures. The learning assistant should leverage the retrieval-

augmented generation (RAG) framework, combining the strengths of general-purpose 

language models (e.g., GPT-4, Llama) with accurate, course-specific knowledge (e.g., 

lecture slides and videos).The overall development process should follow the design 

science research approach (Hevner et al., 2004) and include a small-scale evaluation 

of the prototype with students enrolled in the lecture. 

 

Required Skills 

• Strong interest in (generative) AI and LLMs 

• Good English language skills 

• Basic programming skills (e.g., Python) 
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